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Abstract: Collaborative processes oriented on large data sets are presented. Security 
requirements are defined. Metrics for collaborative processes, for working with large 
data sets and for minimization of the effects generated by vulnerabilities resulted from 
the use of distributed applications are proposed. Specific risk factors are identified 
for the interactions developed for collaborative processes. For each one of the 
identified risks, solutions are found for keeping an acceptable level of security. 
Architecture is proposed for optimization of collaborative processes security level. 
The behaviour of large data sets applications, in conjecture with the security 
framework, is analyzed for collaborative banking system flows. 
Keywords: collaborative, security, large data sets, metrics, optimization, modelling. 
 

1. Collaborative processes 
 
A collaborative process means all the actions performed by several agents in a 
distributed environment, in order to achieve a common goal. The collaborative 
process is defined as a cybernetic system, containing inputs, processes and outputs. 
This representation of the collaborative process is shown in figure 1: 

 

 
Figure 1. Collaborative process representation, Ciurea (2010) 

 
Collaborative processes require the existence of such activities that need to be 
automated to streamline the workflow within an organization. In collaborative 
processes within a bank, any change in the workflow must be found in the 
corresponding rules and procedures. 
Daily transactions taking place in a bank conduct to generate very large data sets. For 
a transfer between two accounts opened within the same bank, in the banking 
information system appears two entries, namely one for debiting the payer account 
and the other for crediting the beneficiary account. 
Table 1 shows a very large set of transactions, the first two entries representing the 
transfer between own accounts. 
 

Table 1. Very large set of transactions 
No. Recording 

date 
Processing 

date 
Transaction 

code 
Details Amount 

1 30-07-2010 30-07-2010 74 transfer 1000.00- 
2 30-07-2010 30-07-2010 89 transfer 1000.00 
3 15-09-2010 16-09-2010 55 electronic 

payment  
345.67 

... ... ... ... ... ... 
7000 19-09-2010 19-09-2010 89 tax payment 420.00 
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Electronic payment services offered by the bank to the customers are collaborative 
processes because they involve automatic execution of millions of transactions per 
minute. The great corporate customers of the banks transmit daily files of thousands 
of payments to be processed automatically. The business process regarding the 
acquisition of electronic payment service by a customer of a bank is a collaborative 
process. In describing the business process are used two participants who transmit 
messages between them, respectively the customer and the bank. Within the bank, 
there are several departments involved, namely the agency/branch, technical 
assistance, server administration and customer intervention. 
The process of buying the electronic payment service of a bank consists of the 
following activities: 

A1 – requesting for purchase an electronic payment application; 
A2 – signing and stamping the contract; 
A3 – receiving the request; 
A4 – delivering the contract; 
A5 – completing the annex for customer enrolment; 
A6 – sending the annex by email; 
A7 – receiving the annex; 
A8 – enrolling the customer on the server; 
A9 – scheduling the intervention for installation; 
A10 – notifying the date for installing the application; 
A11 – receiving the notification; 
A12 – sending installation details; 
A13 – receiving installation details; 
A14 – confirming availability; 
A15 – receiving confirmation; 
A16 – supplying installation details; 
A17 – providing communication file; 
A18 – receiving intervention details; 
A19 – preparing the installation; 
A20 – installation and training; 
A21 – preparing the intervention report; 
A22 – sending the report to the bank; 
A23 – receiving the report; 
A24 – completing the installation; 
A25 – using the application. 
 

Figure 2 shows the BPMN diagram for the acquisition process of the electronic 
payment service: 
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Figure 2. BPMN Acquisition Diagram 
Table 2 shows the dependency matrix of 15 activities of the business process 
regarding the acquisition of the electronic payment service: 
 

Table 2. Dependency matrix between activities 
 A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15

A1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
A2 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
A3 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
A4 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 
A5 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 
A6 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
A7 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
A8 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
A9 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
A10 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
A11 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
A12 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 
A13 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
A14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
A15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

 
The mij element of the dependency matrix has the value 1 if the activity Aj is 
dependent on the activity Ai and the value 0 if the activity on the column j is not 
dependent on the activity on lines i.  
If the dependency matrix for the selected business process has less than 30% non-zero 
items, this matrix is considered a sparse matrix and is represented using two structure 
vectors, one that contains the line positions and the other the positions of columns 
where are the values 1. 
To determine whether the dependencies matrix between activities is a sparse matrix, 
is calculated the load degree, GI, as the ratio between the number of non-zero 
elements and the total number of matrix elements: 

NTE

NEN
GI  , 

where: 
NEN – the number of non-zero elements; 
NTE – the total number of matrix elements. 

In this case, the dependency matrix between activities presented in table 2 has a 
loading degree of: 

 
As  meaning that, the dependencies matrix between 
activities, is considered sparse matrix.  
Changing the dependencies between activities leads to changes in matrix elements, 
which assure a dynamic characteristic of the matrix. According to the representation 
of figure 2, activity A20 - application installation and usage training is directly 
dependent on the A14 - confirm availability. If the bank made the intervention to the 
customer without the customer to confirm his availability at time of intervention, then 
the dependence between the two activities disappears. Changes in dependencies 
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between activities conduct to changes of elements inside the dependency matrix 
namely influencing the sparse character of the matrix. 
For the selected business process, there are a number of activities that need to be 
automated to streamline the workflow, namely schedule the intervention for 
installation and notify the date for installing the application. Programming the 
intervention for installation is done by checking a list of interventions and selection 
by the server administrator of convenient dates and times. Automate this activity 
involves developing an application to keep track of installations and to automatically 
schedule the customer at a specific date, immediately after he was enrolled on the 
server. Also, the application automatically forward an email to notify the person in 
charge from the agency which has sent the customer enrolment annex. 
In a bank are taking place daily around 2 million transactions consisting in different 
types of operations like: 

 transfers between existing accounts; 
 opening new accounts; 
 realization or liquidation of deposits; 
 according loans; 
 foreign exchanges; 
 payments to state budget; 
 payments to customs; 
 direct payments to suppliers; 
 other operations. 

Table 3 shows an analysis of the types of operations performed in one day inside a 
commercial bank. 

Table 3. Analysis of types of banking operations 
No. Transaction type Percentage of total 

operations 
Commission 

1 transfers between existing 
accounts 

35% NO 

2 opening new accounts 5% NO 
3 realization or liquidation of 

deposits 
10% NO 

4 according loans 3% YES 
5 foreign exchanges 7% NO 
6 payments to state budget 5% YES 
7 payments to customs 2% YES 
8 direct payments to suppliers 23% YES 
9 other operations 10% YES 

 
As shown in table 3, the bank charge fees for certain types of operations. Thus, the 
bank profit results from according loans, payments to state budget, payments to 
customs, direct payments to suppliers and other operations. Although intrabanking 
transfers between existing accounts, have a significant share in total of transactions, 
the bank not obtain profit from them. Most risky operations are those with great share, 
such as transfers between existing accounts and direct payments to suppliers. 
These transactions require the existence of an advanced database management system 
and an integrated computer system. Electronic transactions that take place in a bank 
are saved in databases and are never deleted. Each bank has well tuned procedures for 
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backup and disaster recovery, to avoid the loss of database records, even for natural 
disasters events. 
For the daily transactions conducted in a bank, the characteristics target the 
workstation, the client account, the beneficiary account and the transaction value. 
Transactions are sorted by value. It is determined the frequencies of the traded amount 
values and the highest frequencies are chosen. It is verified if the transactions were 
made from the same workstation. The persons who operated the trading are 
determined. The traded amount beneficiaries are determined. From the analysis, 
abnormal situations arise, that is all transactions were made to a certain destination, or 
all transactions were made from the same workstation. An explanation of these 
abnormal situations is sought to prevent any fraud attempts.  
If an incorrect transaction on a client account is made, meaning that it has made a 
payment to another beneficiary than the correct one or it transferred a wrong amount 
of money, then the payment reversal is carried out and a new transaction account is 
registered. Once registered a transaction on an account, it is no longer clear. The 
payment reversal requires crediting the customer’s account with the equivalent 
payment, a situation which leads to two entries in the database, the one related to the 
payment and other related to the payment reversal. This working method has 
advantages such as keeping track of all transactions carried out on an account. 
Information regarding banking transactions are increasing their value as aging. Banks 
realized this opportunity and charges for the availability of the old customer 
transactions for an account. If a customer requires a proof of one payment from his 
account, and the payment was made three years ago, the bank offers to customer the 
account statement for the required payment day, for an extra fee. 
Table 4 presents a matrix of transactions, which contains on the lines the types of 
operations and on the columns the time moments at which these operations took 
place.  

Tabel 4. Banking transaction matrix 
Operation 

/ Period 
Y1 Y2 ... Yj ... Ym 

X1 f11 f12 ... f1j ... f1m 
X2 f21 f22 ... f2j ... f2m 
... ... ... ... ... ... ... 
Xi fi1 fi2 ... fij ... fim 
... ... ... ... ... ... ... 
Xn fn1 fn2 ... fnj ... fnm 

 
The frequency fij of occurrence of a certain type of operation at a certain time moment 
is determined, so that at every time the bank to know the number of operations carried 
out and detailed on each type. 
There is an amount limit of 50.000 EUR for foreign transfers which are reported to 
National Bank. For all transactions exceeding this limit, customers must submit to the 
bank a statement, containing the payment details and the beneficiary identification 
elements. Customers, who wish to avoid filing such statements, as they do not want to 
reveal the destination of money, will perform several operations with the maximum 
amount of 49.999 EUR. All external transfers between 49.000 and 49.999 EUR 
amounts are tracked by the bank in order to identify any attempts of fraud or money 
laundering. 
Identification of customers who make such transfers is made by sorting the 
transactions from a certain period of time by name and amount. Table 5 presents a 
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situation of operations with amounts between 49.000 and 49.999 EUR conducted 
during one week. 

Table 5. Operations with high risk degree 
No. Customer 

name 
Date Amount Beneficiary 

1 A 13-09-2010 49.999 EUR W 
2 A 14-09-2010 49.999 EUR W 
3 A 15-09-2010 49.999 EUR Z 
4 B 16-09-2010 44.000 EUR Q 
... … ... ... … 

1000 C 17-09-2010 41.200 EUR T 
 

From table 5 is shown that the customer A has made in two consecutive days transfers 
of 49.999 EUR to the beneficiary W, which cause the bank to carry out investigations 
regarding the destination of money and purpose. 
When a customer requests preferential discounts and commissions for conducting 
operations, the bank analyses the history of the customer transactions and the monthly 
transactions volume. With complete databases related to all transactions conducted by 
all customers, the bank examines the customer’s money turnover and decides whether 
to grant preferential discounts and commissions. 
Databases with transactions performed in a bank contains information about the user 
who performed the operation, the channel through was done, from which workstation, 
in which date and which hour. These databases are updated in real time and are 
consulted by the Banking Security Department to discover any fraud attempts. If you 
find that, from a workstation, an operator makes a lot of transactions compared to 
other operators, or amounts transferred are very high, then it is done thorough 
research regarding these operations. 
 

2. Very large data sets 
 
Banking transactions represent one of the modern virtual frameworks that involve 
many simultaneous users, very large data – 107 ÷ 1010 sets – and applications for data 
management, Rao (2008). Due to the large quantities of data sets to be processed, 
applications acquire specific properties and functionalities.  
Very large data collections used in banking represent, but are not limited to: 
databases, collections of text files/XML files/multimedia, data warehouse, or any 
combination thereof. Administration, Ivan (2008), requires specialized tools to 
harmonize the specific hardware and software aspects of large data sets. 
The size or volume of database is the quantitative expression of corporate data. In the 
practice of handling databases and files, or in human-computer interaction, data 
volume is understood as: 

 length of a database file or the aggregate length of a collection of files in 
number of articles/records, or in physical space occupied expressed in bytes; 

 number of documents placed in a file or database; 
 number of transactions; 
 processing time. 

Each dimension expression is limited and reduces the ability to operate if it is used by 
itself. When volume data is expressed as a number of articles or records, information 
is missing about the basic element, namely the structure of the article or record. 
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Creating a very large database involves both introducing new data sets and getting 
data from other existing databases. Thus, the database creation is done from many 
sources that are logically or physically dispersed. 
Let it be m large databases, DB1, DB2,... DBm created by the same software product, 
containing banking transaction data from m territorially disjoint places. A computer 
application is built to achieve a virtual database VDB by concatenation of the basic 
data extracted from databases DB1, DB2, ... DBm. 
Essential information is placed in the local database in a single file, containing the 
keys of records from that collection. The virtual database joins the essential 
information and, without the physical copy of data, it will be part of the new large 
database, as shown in figure 3. 

 
Figure 3. Creating VDB from several points 

 
The homogeneity of the VDB created from several points is a sensitive aspect. If the 
compound DB is heterogeneous in structure, then the VDB is more of an aggregation 
of data rather than a database. To ensure homogeneity of structure, uniformization 
processes are adopted. 
The homogenization to maximum, by addition, requires that each  is brought to 
the same number of structural components by insertion. Let  be the number of fields 
in database .  is chosen as the benchmark, where: 

. 
Each  with  has a field “deficit” quantified by , where: 

. 
For each  where di≠0,  fields are inserted with values recorded from reality, if 
data is available or with NULL values. 
The homogenization to minimum, by deletion, requires that each  is brought to the 
same number of structural components by erasing other fields. This time  is 
chosen as the benchmark, where: 

. 
Each  with  has a field “surplus” quantified by , where: 

. 

DB1 
Essential 

information 1 

DB2 
Essential 

information 2 

DB3 
Essential 

information 3 

DBM 
Essential 

information M

 
VDB 

Essential information 1 
Essential information 2 

... 
Essential information M 
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For each  where si≠0, all the fields that are not included in the intersection 
 are deleted. From the two homogenization processes, the former has the 

advantage of keeping data in the DB, and even add some other. The disadvantages are 
counted by significant time loss during processing due to inserting missing values, 
and physical space occupied by the added data. 
The latter’s advantage is that it occupies minimum physical space and spends less 
processing time. The disadvantage is the loss of data that would affect usability.   
Concatenation of data sets, Ivan (2009), resolves and optimizes the data aggregation 
at the record field’s level. By linking multiple data sets, a single set of data is obtained 
representing the selected components. The difference between aggregation or 
selection and concatenation operation resides in creation of a single, representative 
set, while selection forms a new collection of sets. 
In carrying out any banking collaborative project, moments occur when activities and 
results no longer fall within the parameters of the designed model. The reasons 
leading to such situations are some unexpected events that deviate the project from the 
planned course and therefore require special approaches. Hence, the design, 
development and implementation of banking projects should include treatment of 
uncertainty about the future.  
Risk is a measure of probability of occurrence and severity of effects of future events. 
It treats the matter from two perspectives:  

 how likely are future events; 
 how important are the consequences if it occur. 

In software projects, Ivan and Vintila (2009) the risks diversify because of different 
components that enter into the development of applications: stuff, technology, 
equipment, methodologies, etc. Complexity of the topic makes the handling of risks to 
be integrated as part of project management, as risk management – MR.  
The place of MR, Pavel (2009), within the very large datasets oriented application 
development cycle is distributed along the processes and steps, as shown in figure 4. 
Discussion of MR occurs when dealing with use cases, is structured into the design 
stage, is refined within the coding and testing phases and is finalized during the 
launch and use phase. 

 
Figure 4. Risk analysis in the development cycle of VLDOA 

 
The multitude ways of approaching risks in large datasets oriented projects, requires 
classification having different criteria. Depending on the category to which it belongs, 
the risk is treated or enhanced, depending on its position within the project, risk 
affects the development plan. 
Depending on their size, risks are divided into low, moderate and high risk. Within the 
very large datasets oriented applications from collaborative banking system, appear: 
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 small risk - technical malfunction of a machine running the banking software 
system; whereas system was designed to work collaboratively online, any 
technical failure of the client computers have a limited financial impact and a 
practically null one in the banking unit; 

 moderate risk - functional requirements from banking processes are not 
expressed or explained, which affects the development cycle by replaying 
design, coding and testing; moderate risks delay the development process: 
lack of accurate data of credit documents, wrong value records of the 
payments received/made, incorrect calculation of the credit rates; 

 high risk - project funding ceases due to changes in legislation or bank’s 
policy: phishing attacks that expose collaborative system’s security and gain 
access to customer accounts. 

Depending on the areas of risk event in the very large datasets oriented project, risks 
affects areas of: planning, budget, operational, technical and programmatic - figure 5: 

 

 
Figure 5. Very large data sets risks 

 
 planning risks arise when planning and scheduling is not addressed properly, 

or they are forced to change;  

 budget risks relate to poor financial planning, reflected in: wrong estimations, 
cost overruns, technology replacement, poor or inexistent monitoring of 
expenses, inadequate functioning of data sets storage instruments;   

 operational risks refer to the process of project implementation and have 
human, system or external causes; 

 technical risks lead to failure of functionality and performance; 

 coding risks reflect the software quality, Pavel and Palaghita (2009) in terms 
of security, Ivan and Doinea (2009), Burtescu (2008), and protection against 
failures, Wua (2009). 

Depending on the stages of the development cycle of a bank collaborative process, 
figure 4, during which risks can occur, are identified several types: 

 user requirements risks: lack of coverage of all situations of using the banking 
system, incomplete treatment of security requirements; 
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 design risks: lack of understanding the non-functional cases and constraints 
related to programming language; 

 implementation risks: failure to identify significant components, subsystems 
integration failure, lack of testing use cases; 

 launch risks: failure of collaborative processes on host machines, negative 
feedback from users; 

 maintenance and upgrade risks: the emergence of unsolvable bug, the 
occurrence of use cases for the implementation of which should be reload the 
entire  development cycle. 

These expectations and risk classifications don’t avoid unexpected events, but 
encourage an informed handling of situations. Classifying risks determines first risk 
identification and then implementation of appropriate methods for treatment in their 
context. 
The reason why the risks are included in the project management process is given by 
the impact that the specified events in the project. Between the two aspects of risk - 
probability and impact – the second one is most feared. It is classified as low risk, the 
event described by a high probability of occurring, but with negligible impact. On the 
other side, even with a low probability, an event with catastrophic impact is 
considered high risk. Experimental results relates to the effects of the events involved 
by the previously described risks. They are included in table 6. 
 

Table 6. Hazardous events and their effects in VLDSO projects 
Risk class Event Effects 

Erroneous estimation of activity 
periods 
Failure to identify complex 
functionalities and the time required 
for their development 
Unexpected development of  the 
project scope  
Inadequate knowledge of current 
technologies  
Incomplete specification of 
objectives for each phase of the 
project  
Lack of understanding between 
customer and developer  

Planning 
risks 

Difficulties in implementing the 
various requirements on data sets; 

Acquisition activities – of data 
sets, collection modelling 
etc. – takes longer than 
planned; 
delayed start time for other 
activities and hence delays in 
completion of the project; 
superficial treatment of the 
data sets quality due to 
shortage of time; 
time consumed in explaining 
additional features that were 
not present in the original 
requirements; 
poor quality of the 
manufacturing processes of 
datasets. 

Erroneous estimates of expenditure 
categories  
Activities cost overruns  
Change to other, more expensive 
technologies  
Poor or inexistent monitoring of 
expenditure 

Budget 
Risks  

Malfunctions of instruments and 

Failure to cover financial 
needs arising from activities 
such as data acquisition, data 
sets modelling, data storage; 
impossibility of demonstrating 
the of settlement costs; 
occurrence of unforeseen 
expenditures that deplete the 
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their need for change  financial resources and 
jeopardize the project. 

Failure of conflict management 
Failure in allocation and monitoring 
responsibilities within the team 
Insufficient human, material or 
immaterial resources 
Lack of planning and allocation of 
resources in development stages 
Inadequate preparation of staff in 
handling data sets  

Operational 
Risks 

Lack of adequate communication 
between project team members 

The emergence of a hostile 
environment within the team, 
lack of concentration, lack of 
motivation, superficiality; 
poor quality in application 
implementation, data sets 
modelling; 
occurrence of redundancy in 
the module browser data sets; 
delays in the process because 
of the longer staff training for 
using data sets technology.  

Permanent change of functional 
requirements 
Lack of developed technology  
Excessive complexity, which 
discourages the project 
implementation  

Technical 
Risks 

Difficult integration of project 
modules 

Occurrence of stress factors 
due to repeated changes; 
consumption of time using 
undeveloped technology; 
occurrence of failures due to 
inadequate integration of 
source modules. 

Inadequate modules documentation 
Lack of programmers ability or 
skills 
Lack of adequate modules testing  
Emergence of hardware failures 
Excessive architecture complexity  
Lack of communication between 
developers 

Coding 
Risks 

Repeated changes of members, or 
environmental technology 
development 

Poor source code quality; 
neglect of data sets 
functionalities; 
errors of modelling sets, loss 
of data sets due to hardware; 
lack of continuity in 
programming style and 
functionality approach. 
 

Whatever the causes of undesirable events, risks must be treated properly and 
eventually require finding ways to reduce the probability of occurrence and mitigate 
their impact on the very large datasets oriented project. 

 
3. Distributed application security 

 
Distributed applications that are working with large data sets and on which a high 
variety of users are operating are more vulnerable. This fact is due to a specific 
characteristic met to this kind of applications as user and data diversity found in the 
system at a certain moment of time T. This inconsistency could lead to unpredictable 
situations, difficult to anticipate, because of the lack of knowledge of all exogenous 
variables which are directly shaping the level of security of such distributed 
applications. 
On a security system implemented on a collaborative system that is working with very 
large data sets, a probe attack is launched determining in this way the possible 
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vulnerabilities which could be exploited later in a new attack as described in Wang 
(2007). 
Let S, be the level of security of a distributed application. This is influenced by a large 
category of factors such as: endogenous, exogenous and residual factors, FE, Fe and 
FR as presented in figure 6. 

 
Figure 6. Types of influencing factors 

 
The factors which can lower the level of security of a distributed application prior 
defined can be classified by their nature in: 

 endogenous factors – they are part of the distributed system which in majority 
of cases can be avoided if on the life cycle of a distributed application, security 
is rigorously managed, Rehman (2009); in this category of factors the 
following can be mentioned: factors determined by the programming style 
which can influence the development, implementation and configuration stage 
of a distributed application; factors determined by the low performance of the 
distributed equipment; factors caused by a bad management of the process of 
analysing and planning the security level; this are the factors that implicitly 
minimize or maximize the rate of penetration in case of external attacks; 

 exogenous factors – they are not dependent on the initial security distributed 
system configuration and are acting no matter of the existing level of security; 
factors that are outside the system and because of the openness characteristic 
of a distributed system they interact with the system’s security components; 
factors caused by an inappropriate human utilization of the security 
equipment; unpredictable factors such as electricity falls or natural cataclysms; 

 residual factors – are factors which are caused by the action of one or more 
aforementioned factors; this type of factors are inflicting damage as result of a 
dysfunction initially caused by others.  

Influence factors are acting against the security system S at the following levels: 
 data level – an important aspect of a distributed system is given by the raw 

data which is processed, the input components which should be interpreted 
and converted into results, output data based on the principle of a black box; 
the system distributed data, input or output, are vital for the good functioning 
of the entire system; lots of factors can influence through modify, delete and 
insert operations data with a severe impact on to the quality of entire 
distributed process; 

 hardware level – at the hardware components level, of the equipments that are 
part of the distributed system, this factors can cause malfunctions, partial or 
total interruptions of the system functionality; 

 controllers level – the link between data and hardware components of a 
distributed system is made by the distributed controller’s level which in case 
of a dysfunction due to some factors won’t be capable of manage correctly 
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their tasks leading to vulnerabilities on the entire level of the distributed 
system. 

Supposing that a distributed system has a certain level of security, St, at the t time 
moment, and a set of factors Ft is influencing it with kt, then the entire set of factors 
can be in one of the following situations: 

a) they have no impact on the security of the distributed system when ; 
b) the impact on the security of the distributed system is between acceptable 

limits when ; 
c) the security system is overrun, the set of factors is able to exploit different 

vulnerabilities left untreated ; 
The final situation c) is the unwanted one, in which the distributed system is 
vulnerable to different factors that might expose it and alter its integrity. 
This set of factors is composed from threats that take advantage of vulnerabilities 
found in a distributed system, in this way having an internal part but also an external 
one, system independent, defined by a variety of outside threats and an attack rate 
which can’t be controlled by any means from inside the system. 
 

4. Security metrics 
 
A security metric is a mathematical model described by a function with the following 
structure: 

, 
where: 

Fi - variable or a set of n variables associated with some influence factors, 
; 

IS - the result returned by the function. 
Security metrics represent a system for assessing the quality and efficiency of the 
targets set by the security field. Quality metrics are analyzed from the perspective of 
some interpretations defined in Hinson (2010) according to which a metric should be: 

 objective; 
 with discrete values; 
 not using absolute values in the measurement process; 
 effective; 
 complex security metrics should be analyzed and formed from other secondary 

metrics. 
The metrics for applications oriented on very large data sets have to determine: 

 the number of errors on application size with very large data sets, NED: 

DAS

NEA
NED 

, 
 where: 

NEA – total number of errors identified in the application; 
DAS – size application with very large data sets, measured in number of code 
lines, LOC. 

The NED metric is . If  then , being the best value 
which can be recorded, otherwise . 

 the cost of testing application with very large data sets, CTS: 





N

i
iCTCCTS

1

,
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where: 
N – number of application components; 
CTCi – test cost of component i.

 

 the number of security vulnerabilities, NSV, identified in the application with 
very large data sets: 

DAS

NVDA
NVS 

,
 

where: 
NVDA – the number of vulnerabilities detected in the application; 
DAS – size application with very large data sets, measured in number of code 

lines, LOC or KLOC. 
The NVS metric is . If  then , being the best value 
which can be recorded, otherwise . 
For the Collaborative Multicash Servicedesk application, used in Raiffeisen Bank, 
before the TDES encryption algorithm implementation, the number of security 
vulnerabilities per size of application was 0.7, but after the implementation of the 
encryption algorithm the NVS value decrease to 0.3. 

 the attack rate, AR, upon the CMS application is: 

100*
TNIP

NIP
AR 

,
 

where: 
NIP – the number of IP addresses from which a different type of attack was 

launched; 
TNIP – the total number of accessed IP addresses. 

This metric was measured before and after the implementation of TDES encryption 
algorithm inside the Collaborative Multicash Servicedesk application. Before the 
moment when the application was secured, the attack rate was bigger and has 
diminished in time. In Table 1 are presented the AR values measured between 
October 2009 and August 2010: 
 

Table 7. The measured values of attack rate indicator, Ciurea (2010b) 
Month Attack rate (AR) value 

October 2009 70% 
November 2009 68% 
December 2009 65% 
January 2010 61% 
February 2010 60% 
March 2010 54% 
April 2010 45% 
May 2010 32% 
June 2010 26% 
July 2010 12% 

August 2010 3% 
 
The data was automatically acquired from defects, times moments, errors, and based 
on their values were calculated the indicators for each metric. 

 daily data volume of virtual database application with very large data sets 
obtained by the relationship, Ivan (2010): 
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ND

i

iz NCNPVD
1

*
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where: 

NP – number of persons; 
ND – number of documents; 

NCi – number of fields in document i. 
The metric . If  then , else . 

 the data volume for a period of k days: 
VDk-days = k * VDz, 

where: 
VDz – daily data volume per day. 
 the size in bits of the DBV for the application with very large data sets is: 





M

i

iLNDIM
1

* , 

where: 
Li – length of field Ki: 
M – number of characteristics; 
N – number of records. 

In terms of security of distributed systems that work with very large data sets, security 
metrics should be imposed to ensure an accurate and continuous operation of all 
processes performed in the distributed system. 
Negative factors that influence final product quality must be removed so that when 
distributed system is implemented and configured, no vulnerabilities can be exploited 
with both qualitative and quantitative damage to developers and users. 
As a result, everything deficient in the life cycle of a distributed system that works 
with large data sets, ranging from programming errors to inappropriate system 
configuration according to the environment, user requirements and security, should be 
avoided. 
Risks of operating with very large sets refers to the difficulty of eliminating outliers or 
incorrect values, introduced by human operators or retrieved by acquisition from 
various equipment. The existence of such erroneous data affects parameter values 
calculated on the entire community. 

 
5. Security optimization as statistical process  
  

To increase performance level a collaborative banking system, specialized metrics to 
measure the quality characteristics levels for finding new collaborative situations are 
used. Collaborative processes influence the work with large data sets and their 
security by streamlining operations conducted with large data sets and increasing the 
security degree at the database level that stores these data sets. 
Collaborative processes that take place within a collaborative banking system 
supposes the existence of a centralized database, in which operations are performed 
by inserting, modifying, archiving of records related to bank transactions. These 
operations are not performed directly on the centralized database, but they are added 
in a queue managed using intelligent agents. These agents analyze the type of 
operations and its priority and execute it on a centralized database. This provides an 
increased level of security through the introduction of intelligent agents in managing 
large data sets in the collaborative banking system. 



 16

Working with very large data sets influence collaborative processes and their security 
primarily by the size of the values that are available. Decisions from collaborative 
processes are professionally taken when very large data collections are mined and the 
necessary information for management operators is extracted. Working with very 
large data sets on the one hand leads collaborative processes in organizing and 
manipulating data, and on the other hand, these processes are those which provide a 
data stream that feeds the collections and increase their size. 
Because of significant economic value of the collections and applications VLDS 
oriented, security must be treated separately, taking into account the dimensions and 
their specificities. Thus, security must cover the component (data set) and access to 
any amount included, the distributed collection and even the virtual database with the 
entire collection. Security is thus challenged to ensure safety on these three levels of 
working with very large data sets. 
The security is influencing the collaboration and the work with large data sets in terms 
of constraints regarding the procedures and regulations that must be met in order to 
have a reliable result at the end of each collaborative process. This kind of influence is 
meant to lower the efficiency of each one of the components but this is acceptable and 
it is fair trade when thinking of the possible actions which a threat could inflict upon 
the application, generating costs that otherwise wouldn’t be comparable with the time 
spent with the use of security aspects. 
Let IC, IB and IS, be the variables of a new model, where: 

IC – the level of collaboration; 
IB – large data sets efficiency working level; 
IS – security level. 

Because collaborative processes which are working with large data sets are part of an 
open distributed system, they are exposed to internal or external factors, so, an 
aggregated level of efficiency between the collaborative processes, the procedures of 
working with large data sets and the security controls must be met. 
Because of this, a number of variants for each one of the levels IC, IB and IS are 
defined. The optimization problem is defined as a maximization function for the 
performance level between the following factors: collaborative processes, the 
applications with large data sets and the security aspects: 
 

 
 
where: 

 – components multipliers; 
(IC,IB), (IC,IS) and (IB,IS) – the combination of each two factors implying the 

restrictions between them. 
The algorithm through which the maximum performance level is wanted to be 
achieved is presented: 

A. defining a number of independent variants l, m and n for each one of the levels 
IC, IB and IS found in the maximization function;  

B. creating the sets for each function component, ; 
C. choosing the good variants based on the restrictions of any type and the 

interactions between the components, creating the set of admissible solutions 
, defined as ; 

D. determining the Cartesian product  
, with , 

, ; 
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E. for each one of the pairs from the Cartesian product, the level of the objective 
function is calculated, storing the values , which maximize the 
optimization function . 

The logical schema for this algorithm is represented is depicted below:  

 
Figure 7. Logical schema for performance maximization 

 
For the performance maximization of a collaborative application which is working 
with large data sets are known the following input data: 

 the security level wanted to be achieved –  ; 
 the efficiency level of working with large data sets – ; 
 the collaboration level of the application – ; 

The aforementioned maximization algorithm can be improved by minimizing the 
number of generated solutions to a partial set  with . 
If the numbers are high enough than a value prior determined, then the sets 

 should be sorted to achieve the solution in a shorter time. 

 

 
 

The optimization is given by the fact that only several combinations will be generated 
for calculating the values of the maximization function, the algorithm achieving a full 
stop when the following three conditions will be met: 

 
 
 

where: 
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 – the values determined on the run; 
; 

  –  the operator for comparing the levels of security, collaboration and 
efficiency in working with large data sets. 

Having this said, the number of total checked combinations for the algorithm will be 
much lower than the one resulting from a complete run, the algorithm stopping when 
the three levels will be almost equal with the ones established in the beginning. 
For calculating the average number of iterations for the algorithm in achieving the 
desired solution, also the number of (IC, IB, IS) combinations, the statistical 
procedure of calculating the confidence interval for a random variable X is used. 
After a number n of algorithm runs the values X1, X2, …, Xn are recorded, where: 

Xi – the number of algorithm iterations before optimal value has been achieved; 
Because of the fact that the conditions of normal repartition are met   N(m, δ) [ ], the 
confidence interval for  is given by: 

, 

where: 

  – the average value of iteration number made for entire set used to 

measure the values of X; 
 – the Student tabled value for n-1 degree of freedom and a confidence 

degree of 1-å; 

 – dispersion of X variable; 

n – the selection volume. 
For a numeric example, let’s consider 
that , that is a total number of 
possible combinations of IC, IB and IS components equal 
to . This fact indicates 
that, if the maximization function that is not optimized is used, the average number of 
iteration made for each set is equal to 8000. The improvement given by the optimized 
interpretation is highlighted in the numeric particularities that this function takes into 
account when it comes to finding the first combination that generated a level of the f 
function better than the input level, against the fix number of 8000 iterations. 
 

6. Conclusions 
 
The collaborative processes that are working with large data sets are vulnerable, first 
of all, because of the collaborative environment and all what is implied by it, and 
second, because of the huge amount of data processed, hard to managed in optimal 
and secure conditions because of the long processing time, when parts of the data are 
exposed to several risks due to two reasons: possible collaborative processes’ 
deficiencies gathered from previous steps of system implementation and because a 
large variety of threats in all the fields of informatics are ready to take advantage of 
collaborative processes and used data. 
The modality of implementing security for applications that are using very large data 
sets for collaborative processing determines directly the quality characteristics. For 
improving these characteristics, the optimization of security implementation 
procedures by increasing security complexity model and treating as much 
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vulnerabilities it is possible has a quantifiable effect in terms of increasing the 
processing quality and the obtained results. 
From this perspective, having a good level of security for the collaborative processes 
and data is a must for assuring a high level of quality for the processes and confidence 
in the interpretation of final results for using them in the decision processes. 
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